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Abstract

The popularity of Wireless Sensor Networks (WSIdyé increased tremendously in recent time due to
growth in Micro-Electro-Mechanical Systems (MEMS3chnology. WSN has the potentiality to connect the
physical world with the virtual world by forming r@etwork of sensor nodes. IEEE 802.15.4 is the eimgngext
generation standard designed for low-rate wirefegsonal area networks (LR-WPAN). The work repoitethis
paper provides performance evaluation of qualitysefvice parameters for WSN based on IEEE 802.8&#
topology. The performance studies have been ewuat varying traffic loads using MANET routinggtocol in
QualNet . The data packet delivery ratio, averaggte-end delay, total energy consumption, netwibekime and
percentage of time in sleep mode have been usqekrisrmance metrics. Simulation results show th&RD
(Dynamic Source Routing) performs better than DYMynamic MANET On-demand) and AODV (Ad-hoc On
demand Distance Vector) routing protocol for vagytraffic loads rates.

Keywords: Wireless Sensor Networks (WSN), Ad-hoc On Demanstant Vector (AODV), Dynamic Source

Routing (DSR), Dynamic MANET on

demand

(DYMO), Qtwal of Service (QoS).

I ntroduction

The term—QoS is used in different meanings,
ranging from the user's perception of the servica set
of connection parameters necessary to achievecplanti
service quality. ITU-T (Recommendation E.800 [ITU-
TE.800]) and ETSI [ETSI-ETRO003] basically defines
Quality of Service (QoS) [14] as-the collective effect
of service performance which determines the degfee
satisfaction of a user of the servic. The goal @SQ
provisioning is to achieve a more deterministicwark
behaviour so that information carried by the nekwcan
be better delivered and network resources can herbe
utilized. Moreover, certain service properties sastthe
delay, reliability, network lifetime, and qualityf aata
may conflict by nature. For example, multi-pathtiog
can improve the reliability. However, it can incseahe
energy consumption and delay due to duplicate
transmissions. The high resolution sensor readmgg
also
Modeling such relationships, measuring the provided
quality and providing means to control the balaice
essential for QoS support in WSN [15].
The rest of the paper is organized as follows. énti&n
II, we present the Challenges for QoS Support inN&/S
and Parameters Defining WSN QoS. Section Il prissen
a survey on various MANET reactive routing protacol
Section IV presents the related work. We present

incur more energy consumptions and delays.

simulation setup and performance metrics in section
In section VI we present simulation result usingaet
network simulator. Finally section VII concludeseth

paper.

Challenges for QoS Support in WSNs and
Parameter s Defining WSN QoS

WSNs inherit most of the QoS challenges from
general wireless networks, their particular chanastics
pose unique challenges as follows]|
Severe resource constraints: The constraints on
resources involve energy, bandwidth, memory, buffer
size, processing capability, and limited transmissi
power.
Data redundancy: WSNs are characterized by high
redundancy in the sensor data.
Scalability: A wireless sensor network usually
consisting of hundreds or thousands of sensor nodes
densely distributed in phenomena
Network dynamics: Network dynamics may arise from
node failures, wireless link failures, node mogijliand
node state transitions due to the use of power
Packet criticality: The content of data or high-level
description reflects the criticality of the real ysical
phenomena with respect to the quality of the
applications.
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The QoS service parameters used in traditional
wired networks are throughput, reliability, delapda
jitter. Security and mobility are essential in amyeless
network, while data accuracy is especially relevarthe
WSNs. The Network lifetime is usually shortened by
decreasing latency or increasing any of the other
parameters which affects energy consumption of WSN
nodes in terms of processing, transmission andotiece
of data packets. The QoS parameters for WSN asgive
in [4] are Data accuracy, Energy usage, Reliability
Latency, Security, Mobility, Throughput ect.

MANET Reactive Routing Protocols
Ad-hoc On-demand Distance Vector Routing (AODV)

Ad-hoc on demand distance vector routing
(AODV) is a stateless on-demand routing protoddl.[

It establishes routes on as desired by a source, msthg
route request (RREQ) and route reply (RREP) message
When the source node needs a route to another itode,
broadcasts a RREQ message with a unique RREQ
identification number. The message will reach the
neighbouring nodes, which will update the sequence
number for this source node. At same time, each
neighbour node can also set up a reverse routbeto t
source node in the routing table. Under the follgniwo
conditions, the neighbour node that receives a RREQ
will send back a RREP to the requesting source :ndde
The neighbour node is the destination node. (2) Adue

has a route to the destination node that meets the
freshness requirement specified in the RREQ message
Figure 1 shows the process of signhals with AODMWrfro
node 1 to node 8.

Dynamic Source Routing (DSR)

Dynamic Source Routing (DSR19] is an on
demand reactive routing protocol based on the qurafe
source routing . That is, the sender knows the detap
hop-by-hop route to the destination for data packetbe
transverse in the whole network. These routes tared
in a route cache. The data packets carry the soarte
in the packet header. The nodes can dynamically
discover a source route across multiple networkstop
any destination in the network. This makes the netw
completely self-organizing and self-configuring atit
the need for a network infrastructure or adminigira
DSR protocol is composed of two mechanisms: route
discovery and route maintenance.
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Figure 1: AODV Communication signaling from node 1to
node 8 [18]

Figure 2 shows an ad-hoc wireless network with
eight nodes and a broken link (3-7). Node 1 waats t
send a message to the destination, node 8 using DSR
routing protocol.
The Dynamic MANET On-demand (DYMO) routing
protocol

The Dynamic MANET On-demand (DYMO)
routing protocol 90] is a unicast reactive routing
protocol which is intended for used by mobile nodes
wireless multi-hop networks. DYMO is a reactive
routing protocol. In this routing message (conpatket)
is generated only when the node receives a dateepac
and it does not have any routing information. Thsit
operation of DYMO protocol is route discovery and
route management.
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Figure 2: DSR Communication signaling from node 1 to
node 8 [18]

Related Work

J. Zheng and M.J. Lee?] implemented the
IEEE 802.15.4 standard on NS2 simulator and
subsequently produced the comprehensive performance
evaluation on 802.15.4. Similarly irB]], the authors
provided performance evaluations of IEEE 802.15.4
MAC in beacon-enabled mode for a star topology.
J.S.Lee 22] attempted to make a preliminary
performance study via several sets of practical
experiments. T.H.Woon and T.C. WaR3] extended
existing efforts but focuses on evaluating the
performance of peer-to-peer networks on a smallesca
basis using NS2 simulator. A Mathematical Model for
performance analysis of IEEE 802.15. 4 non-beacon
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enabled mode has been presented2#j. [In [25], the
authors presented a novel mechanism intended tadgro
Quality of Service (QoS) for IEEE 802.15.4 based
Wireless Body Sensor Networks (WBSN) used for
pervasive healthcare applications.

Simulations set up and Performance metrics
Figuresand Tables
TABLE 1: IEEE 802.15.4 Star topology simulation

parameters
Parameter Value
Area 50m *50m
Transmission 30meter
range
Simulation 170M,85M,18M,5Mand
Time 3M
Channel 2.4GHz
Frequency
Data rate 250Kbps
TX-Power 0dBm
Path Loss Two Ray Model
Model
Phyand IEEE 802.15.4
MAC Model
Energy MICAZ Mote
Model
Battery Simple
Model Linear,1200mAhr
Payload Size 1000 and 50 bytes
BO and SO 5

The main Objective of this simulation study is
to evaluate the performance of IEEE 8021.5.4 star
topology on different popular reactive wireless iitohad
hoc routing protocols like AODV, DSR and DYMO with
varying traffic load. The simulations was carriedt o
using QualNet network simulato®g. For simulation, a
star topology with one PAN Coordinator and 100 desi
, uniformly deployed in an area of 50mx50m as shown
Figure 5.3 was considered. The simulation pararseter
are listed in Table 1. Following performance metréce
considered to evaluate the QoS in IEEE 802.15.4

networks.

Packet delivery ratio (PDR): It is the ratio of number of

data packets successfully

received by the PAN

Coordinator to the total number of data packets bgn

RFD.
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Throughput: It is the number of bits passed through a
network in one second. It is the measurement of tastv
data can pass through an entity (such as a poirg or
network).

Energy Consumption: This is amount of energy
consumed by MICAZ Mote devices during the periofis o
transmitting, receiving, idle and sleep. The ufieergy
consumption used in the simulations is mJoule.

Energy per goodput bit: It is the ratio of total energy
consumed to total bits received.

Network Lifetime: This is defined as the minimum time
at which maximum numbers of sensor nodes are dead o
shut down during a long run of simulations.
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Figure 3: Simulation set up for Star Topology

Average End-to-End delay: It indicates the time taken
for a packet to travel from the CBR source to the
destination.
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Figure 4: QuaINgt animator during simulation
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Simulation Results Discussion

The Packet delivery ratio (PDR): The
performance of PDR vs. load for varying traffic is
shown in Figure 5. It is observed from the figuhatt
DSR performs better than AODV and DYMO. The better
performance of DSR is due to its source routingetlas
aggressive caching approach.

Packet delivery ratio vs. loads
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Figure 5: Packet delivery ratio vs. loads (packets/second)

Avearge end-to -end delay vs. loads

1.5 + —

1+ mAODV
o4 m =DYMO

avearge end-to-end delay in seconds

0.1 0.2 1 5 10
AODV 3.278 2.42 0.0202 0.176 0.699
DSR 0.0678 0.092419 0.307 154 4.084
DYMO| 0.011804 0.012 0.02694 0.238 1.032

loads in packets/second

Figure 6: Average delay vs. loads (pkts/sec)

Average end to end delay: The plot for average end-to-
end delay for varying traffic loads is shown imgie 6.
The average end- to- end delay of a packet depends
route discovery latency, besides delays at eachamap
the number of hops. At low loads, queuing and ckann
access delays do not contribute much to the overall
delay. From the figure 6, it is observed that DYMO,
AODV and DSR is lower for a load of one packet per
second. Lesser delay is attributed to its souregirrg
mechanism.
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Throughput vs. loads
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Figure 7: Throughput vs. loads (packets/second)

Total energy consumpation vs. loads

Total enegy consumption in mJjoule
~
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05 DSR
04 J_l S smeswm  "0YMO
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AODV | 2,929 1546 0.368 018041 | 0.154187
DSR 2.588 1229 0.351 0171863 | 0141538
DYMO| 2666 14 0.334 0172037 | 0144152

loads in packets/second

Figure 8: Total energy consumption vs. loads (pkts/sec)

Throughput: Figure 7 shows performance of throughput
(in kbps) vs. loads in packets per second. From the
graph, it is observed that maximum throughput is
achieved when the load is at 10 packets per second.
DYMO shows better throughput in comparison to
AODV and DSR. Better throughput is due to lower
average end to end delay.

Total energy consumption: The plot for total energy
consumption vs. load of three routing protocolstiswn

in Figure 8. The total energy consumption includes
energy consumption in transmission, reception, aid
sleep modes of operation The total energy cons@mpti
of three routing protocols decreases exponentighgn

it transferred packets from low traffic loads taghh
traffic loads.

Percentage of time in deep mode: The performance of
the percentage of time in sleep mode vs. loadhasvs

in Figure 11. From the figure, it can be noticedttless
than 1 mAhr is required to send data at differeaffic
loads. The IEEE 802.15.4 supports a Battery Life
Extension (BLE) mode, in which the back-off exponen
is limited to the range 0- 2. This greatly redutks
receiver duty cycle in low traffic rate application
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Percenatge of time in sleep mode vs. loads
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Figure 11: % of timein deep mode vsloads (pkts/sec)

Percentage of duty cycle vs. loads
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Figure 12: % of duty cyclevsloads
(packets/second)

However, in dense networks, this mode results
into excessive collision rates. It is due to enezfficient
IEEE 802.15.4 MAC which minimizes low duty cycle on
RFD to send data packets. It clearly shows that DSR
performs better than other two routing protocolsie T
lower duty cycle of DSR as shown in Figure 12 iatks
that nodes in

DSR remain in sleep mode for longer period.
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Network Lifetime vs. loads

Network Lifetime in days
-
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Figure 13: Network lifetime vs. loads (pkts/second)
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Figure 14: Residual battery capacity vs. loads (pkt/sec)

Network Lifetime: The Figure 13 describes performance
of the network lifetime verses the traffic loadsheT
network lifetime calculation in our simulation bdsen
residual battery capacity as shown in Figure 5.ftdra
running it full battery capacity 1200mAHr to the
respective simulation time for varying traffic l@drhe
DSR routing protocol has higher lifetime in compari

to ADOV and DYMO. This is due to low control packet
overhead and higher percentage of time nodes are in
sleep mode. DSR also minimizes the overall network
bandwidth as it does not use periodic routing ngessa
By doing so, DSR also tries to conserve batteryqyoas
well as avoidance of routing updates that are large
enough.

Conclusion

The Wireless Sensor Networks Quality of
service is significantly different from traditionavired
and wireless networks. This chapter discussed the
challenges for quality of service support and patans
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for defining QoS in WSNs. It also discussed suppord
design choices of different layers like applicatiagyer,
network layer, transport layer, data link layer and
physical layer. To support QoS, cooperation between
layers is essential. Otherwise, each layer maytdry
maximize different QoS metrics, which will have
unpredictable and possibly undesirable results. b8

is more challenging in heterogeneous wireless $enso
networks where a diverse mixture of sensors for
monitoring temperature, pressure, and humidity are
deployed to monitor the phenomena, thereby intrivduc
different reading rates at these sensors.

This section evaluated the performance analysis
of Quality of Service parameters of WSN based deBHE
802.15.4 star beacon enabled mode topology.
Simulations have been performed using reactive
MANET routing like AODV, DSR and DYMO in
QualNet for varying load$-rom the simulation results,
it can be concluded that on an average DSR performs
better than DYMO and AODV for different rates of
traffic loads. The simulations are performed for020
nodes and 20 application per sessions. If the paysive
goes beyond standard IEEE 802.15.4
MaxMACFrameSze which is equal to 102 bytes, then it
simply drop the packet. So, the overall performaate
the three protocols on IEEE 802.15.4 for standargiz
for WSNs is not promising. The major reason behiel
performance degradation is all these protocols are
designed mainly for mobile ad-hoc network where
topology changes frequently. To meet these chadising
performance degradations, new routing protocolsilsho
be designed for IEEE 802.15.4 networks keepingéamwv
of above routing protocols key features
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